
Influence of Surface Adsorption on the Oxygen Evolution Reaction
on IrO2(110)
Ding-Yuan Kuo,† Jason K. Kawasaki,‡,§,⊥ Jocienne N. Nelson,‡ Jan Kloppenburg,∥ Geoffroy Hautier,∥

Kyle M. Shen,‡,§ Darrell G. Schlom,†,§ and Jin Suntivich*,†,§

†Department of Materials Science and Engineering, Cornell University, Ithaca, New York 14853, United States
‡Laboratory of Atomic and Solid State Physics, Department of Physics, Cornell University, Ithaca, New York 14853, United States
§Kavli Institute at Cornell for Nanoscale Science, Ithaca, New York 14853, United States
∥Institute of Condensed Matter and Nanosciences (ICMN), Universite ́ catholique de Louvain, Louvain-la-Neuve 1348, Belgium

*S Supporting Information

ABSTRACT: A catalyst functions by stabilizing reaction intermediates, usually through
surface adsorption. In the oxygen evolution reaction (OER), surface oxygen adsorption
plays an indispensable role in the electrocatalysis. The relationship between the
adsorption energetics and OER kinetics, however, has not yet been experimentally
measured. Herein we report an experimental relationship between the adsorption of
surface oxygen and the kinetics of the OER on IrO2(110) epitaxially grown on a
TiO2(110) single crystal. The high quality of the IrO2 film grown using molecular-beam
epitaxy affords the ability to extract the surface oxygen adsorption and its impact on the
OER. By examining a series of electrolytes, we find that the adsorption energy changes
linearly with pH, which we attribute to the electrified interfacial water. We support this
hypothesis by showing that an electrolyte salt modification can lead to an adsorption
energy shift. The dependence of the adsorption energy on pH has implications for the
OER kinetics, but it is not the only factor; the dependence of the OER electrocatalysis on pH stipulates two OER mechanisms,
one operating in acidic solution and another operating in alkaline solution. Our work points to the subtle adsorption−kinetics
relationship in the OER and highlights the importance of the interfacial electrified interaction in electrocatalyst design.

■ INTRODUCTION

The sluggish kinetics of the oxygen evolution reaction (OER)
(acidic: 2H2O → O2 + 4H+ + 4e−; alkaline: 4OH− → O2 +
2H2O + 4e−) currently limits the efficiency of a water
electrolysis device.1−4 Many researchers have attributed the
sluggish OER kinetics to the unfavorable formation energies of
the intermediates,5−7 which must be facilitated by over-
potential. The function of an electrocatalyst is to stabilize
these intermediates by reducing their energies while ensuring
that their desorption step is not so overly energy-intensive (i.e.,
the volcano relation or the Sabatier principle8) that it becomes
a new source of inefficiency. In this framework, the most active
electrocatalyst is a material whose surface−oxygen interaction is
neither too strong nor too weak.
The surface−oxygen adsorption energy is, however, difficult

to assess experimentally, especially for transition-metal oxides,
whose polar surfaces may electrostatically interact with nearby
molecules in the presence of an electrochemical potential.9 As a
result, many researchers have attempted to create useful
approximations. Examples include the work by Trasatti,10

who used the enthalpy from a lower to higher oxide transition,
Shao-Horn and co-workers, who used molecular-orbital
principles,11 and Nørskov and Rossmeisl, who used density
functional theory (DFT) calculations to approximate the
surface−oxygen adsorption energy.12 In the past decade, this

computational approach has been used to explore cation
substitutions,13−15 strain tuning,16 and structural engineer-
ing17−20 for oxide electrocatalyst design. These investigations
have shown that the surface−oxygen interaction energy is
centrally important.
While these “descriptor” approaches have led to the

discovery of highly active OER electrocatalysts,6,14,21 they
often assume a vacuum surface model. Although computation-
ally the presence of water molecules weakly affects the surface
adsorption energy on platinum,22 recent experiments by Yan
and co-workers23,24 and Koper and co-workers25,26 have shown
that the electrolyte and water can influence the surface
adsorption energy on platinum. As most OER electrocatalysts
are oxides with polar surfaces,27,28 the surface interaction with
the electrolyte and water could be even stronger. These
considerations thus beckon the question of how the calculated
energies of intermediates (OHad, Oad, and OOHad) on oxide
surfaces7 compare to values from experiments in the presence
of both an electrolyte and an electrochemical potential.
Unfortunately, there is not yet a report on the experimental
surface−oxygen interaction energy, especially on IrO2, a
common standard for a stable, active OER electrocatalyst. As
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a result, it is still unclear whether the approximations (i.e.,
neglecting the interfacial water layer and the surface work
function constraint29) are appropriate.
Single crystals offer an unprecedented window to examine

these surface processes. Surface adsorption energies for
Pt(hkl)30−33 have been used to benchmark DFT calcula-
tions34,35 by using Had and OHad electroadsorption from cyclic
voltammetry (CV) to validate the calculated adsorption
energies. These efforts have led to the development of
successful catalysts such as Pt3Ni(111)

36 and Pt3Y.
37 In oxides,

however, this comparison is not straightforward because of the
limited availability of oxide single crystals. Notably, the high
melting point and concern over impurities make the process of
synthesizing single-crystal oxides highly time-consuming and
enormously complex.38 Still, a few research groups have
managed to conduct fundamental electrochemistry studies on
conductive single-crystal oxides. Examples include O’Grady and
co-workers, whose works have investigated surface adsorption
on several RuO2 single-crystal facets.39−41 Similar work has
been done on IrO2.

42 Nevertheless, the connection between the
surface−oxygen interaction and OER electrocatalysis remains
to be made.
To investigate the linkage between surface adsorption and

OER electrocatalysis, we used molecular-beam epitaxy (MBE)
to grow single-crystal IrO2(110) as a model oxide surface.
Recent advances in oxide synthesis using thin-film deposition
methods have enabled unprecedented access to electro-
chemistry on single crystals prepared in thin-film form. Many
researchers have taken advantage of these atomically precise
oxide films to reveal the orientation dependence of electro-
catalysis on RuO2 and IrO2

43 as well as the effects of strain16

and resistance44 on the OER kinetics. In this work, we focus on
rutile IrO2(110) films grown on single-crystal rutile TiO2(110)
substrates to avoid the possibility of twin boundary formation
(due to multiple positioning on substrates that are not
isostructural) or faceting.
In this contribution, we describe our measurement of the

surface−oxygen electroadsorption energy on IrO2 films
epitaxially grown on TiO2 single-crystal substrates. We seek
to address the surface−oxygen interaction by investigating the
adsorption of OHad and Oad on single-crystal IrO2(110) and
examining the influence of the electrolyte. Finally, we connect
these adsorption results with the OER electrocatalysis.

■ EXPERIMENTAL SECTION
Molecular-Beam Epitaxy Synthesis. IrO2(110) films were

grown by MBE on single-crystal TiO2(110) using a distilled ozone
oxidant at a background pressure of 10−6 Torr. The flux of iridium was
initially calibrated using a quartz crystal microbalance. The epitaxial
nature of the as-grown films was confirmed by in situ reflection high-
energy electron diffraction (RHEED), low-energy electron diffraction
(LEED), and X-ray diffraction (XRD) (Rigaku SmartLab). Further
growth details can be found in Ref 55.
Preparation of Electrolytes. The 0.1 M perchloric acid (HClO4),

0.1 M potassium phosphate monobasic (KH2PO4), 0.1 M potassium
phosphate dibasic (K2HPO4), 0.1 M potassium hydrogen carbonate
(KHCO3), 0.1 M potassium carbonate (K2CO3), and 0.1 M potassium
hydroxide (KOH) solutions were prepared by dissolving HClO4 (with
concentration 70%, EMD), KH2PO4 (99.995% purity, Sigma-Aldrich),
K2HPO4 (99.95% purity, Sigma-Aldrich), KHCO3 (99.7−100.5%
(dried basis), Alfa Aesar), K2CO3 (99.997% purity, Alfa Aesar), and
KOH pellets (99.99% purity, Sigma-Aldrich) in deionized water (18.2
MΩ cm). The pH 2.8 phosphate buffer, pH 6.5 phosphate buffer, and
pH 9.6 carbonate buffer were prepared by adding 0.1 M HClO4 to 0.1

M KH2PO4, 0.1 M KH2PO4 to 0.1 M K2HPO4, and 0.1 M KHCO3 to
0.1 M K2CO3.

The pH values of the electrolytes were calculated from the H2/H
+

equilibrium potential (vs Ag/AgCl). At the zero-current potential, the
pH values satisfy the Nernst equation:

= − −+E E
RT

F
(vs Ag/AgCl)

2.303
pHH /H Ag/AgCl2

Electrochemical Characterization. Electrical contacts were made
using the same protocol as reported previously.43 Briefly, titanium
wires were attached to IrO2 films using silver paint (Leitsilber 200, Ted
Pella), and the samples were covered with epoxy (Omegabond 101)
except for the IrO2 films. All electrochemical characterization was
conducted in a three-electrode glass cell with a potentiostat (Bio-
Logic). The reference electrode was a Ag/AgCl redox couple in a
saturated KCl solution, calibrated to the H2 redox potential. The
counter electrode was a Pt wire. The electrolyte/cell-resistance-
corrected potential was obtained by correcting the potential with the
electrolyte/cell resistance as determined using the high-frequency
intercept of the real resistance from an impedance measurement. First,
we conducted CV in Ar-saturated electrolytes at a scan rate of 200
mV/s to observe surface adsorption. To avoid the large capacitance
current, the OER measurement was conducted in O2-saturated
electrolytes at a scan rate of 10 mV/s. Capacitance-free CV curves
were obtained by averaging the forward and backward scans.

Computations. The van der Waals-corrected45 RPBE functional46

was used for all computations. Our slab model consisted of a four-
trilayer hydrogen-terminated slab. The two bottom layers were fixed at
the bulk positions, while the two top layers, including adsorbates, were
allowed to fully relax. This choice of functional and slab configuration
is consistent with the work of other groups.6,7,47 The criterion for a
converged geometry was set to achieve all forces below 0.01 eV/Å, and
we used an 8 × 4 × 1 Γ-centered k-point grid for slab computations.
Our slab model had two coordinatively unsaturated sites (cus). For
VASP48−50 computations, a minimum vacuum distance of 15 Å was
ensured, while structures for FHI-AIMS51 computations had a
minimum of 80 Å separating the slab images. Total energy
computations were performed with the all-electron code FHI-AIMS
employing the default tight basis sets.51 In addition to zero-point
energies (ZPEs), we included solvation energy effects. Both ZPE and
solvation energies were computed with VASP using the PAW
pseudopotentials.52 ZPEs for adsorbed molecules were computed
with a 400 eV plane-wave cutoff, and solvation energies were
computed with the cutoff set to 800 eV and the dielectric constant
set to 78.4 for water. The energetically most stable structures and
transition energies for adsorbates on the catalyst were determined by a
surface theoretical approach. The main difference compared with the
standard Norskov/Rossmeisl approach is that in our model the
catalytically active Ir binding sites in starting geometries were saturated
with water molecules, and we also employed an implicit solvation
model as implemented by VASPsol.53,54 We did not include any
explicit molecular water layers in addition to surface adsorbates.

■ RESULTS AND DISCUSSION

In Figure 1 we show the θ−2θ X-ray diffraction scan of
IrO2(110) (Figure 1a) in combination with its LEED image
(Figure 1b), which verify the epitaxial nature of the IrO2 film.
The RHEED pattern measured during the growth shows a
sharp and streaky pattern, which demonstrates the high quality
of the IrO2 single crystal film (Figure S1). In situ RHEED and
both on- and off-axis X-ray diffraction scans indicate that the
IrO2(110) film is partially relaxed at the synthesized thickness
(∼8 nm) used in this work. We have previously shown that the
electronic structure of the IrO2(110) film closely matches that
of the bulk structure;55 we therefore do not anticipate strain to
play a major role here. Finally, we used LEED to verify the
(110) termination of the synthesized IrO2 film (Figure 1b).
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We examined surface adsorption on the IrO2(110) film using
CV techniques. In Figure 2a, the CV curve for IrO2(110) in 0.1

M KOH shows peaks at ∼0.9 V vs reversible hydrogen
electrode (RHE) (peak 1) and ∼1.5 V vs RHE (peak 2).
Similar CV curves have been reported on a rutile IrO2(110)
thin film43 and amorphous films.56 Integrating the charge under
the CV curve suggests that only surface Ir participates in the
electron transfer (67.8 μC/cm2 without double-layer correc-
tion, corresponding to 0.85 electron per surface coordinately
undersaturated Ir (Ircus) site; Figure S2). We note that the CV
peaks for IrO2 have been assigned as the redox peaks for

Ir,57−59 which are analogous to the surface electroadsorption/
desorption.
To verify the nature of these adsorptions, we used DFT

calculation to assess the binding energies for OHad and Oad on
Ircus. The peak energies of OHad and Oad on Ircus are 0.92 and
1.31 V vs computational hydrogen electrode (a theoretical
analogue of the RHE), respectively (solid lines in Figure 2a).
Although these results do not exactly match the CV results,
they provide us with confidence in the assignments that peak 1
is likely due to OHad adsorption and peak 2 to Oad adsorption.
We note that the broad and narrow peak widths in peaks 1 and
2, respectively, are consistent with strong near-neighbor
interactions in OHad in comparison with Oad.

60 The difference
in the calculated and measured OHad and Oad adsorption
energies on IrO2 could be due to the presence of electrolyte
(e.g., water) near the IrO2 surface. The role of the interfacial
electrolyte is shown through the role of pH on the adsorption
of OHad and Oad. We observe that the adsorption peaks shift to
more positive potentials at lower pH (Figure 3a), highlighting
how changing the electrolyte can affect the OHad and Oad
adsorption energies. We note that the direction of change of
the pH dependence is the same as for an oxidized iridium metal
electrode,61 a hydrous IrO2 film,

62 and the OHad adsorption on
platinum.23

To quantify this pH dependence, we used the potential at the
adsorption peak (Vpeak), which corresponds to the half-coverage
potential, and the potential window at 90% peak current as
error bars in Figure 3b to demonstrate the peak width
difference between OHad and Oad. In this analysis, although
both OHad and Oad follow the same pH direction, their pH
dependences have different slopes (25 and 7.5 mV/pH unit,
respectively). One possible explanation of this observation is
the pH dependence of the water structure at the interface,
manifested as the work function shift with pH, as has been
recently explored by Rossmeisl and co-workers to explain the
anomalous pH shift in RuO2 electrochemical features.29 This
non-Nernstian adsorption peak shift might also indicate that
the adsorption and desorption processes have noninteger
electron transfer.63−65

To estimate the free energy of formation of OHad and Oad on
IrO2, we examine the potentials of OHad (acidic: H2Oad →
OHad + H+ + e−; alkaline: H2Oad + OH− → OHad + H2O + e−)
and Oad (acidic: OHad → Oad + H+ + e−; alkaline: OHad + OH−

→ Oad + H2O + e−). The electrochemical potentials of OHad
(ΔE1 = Vpeak 1) and Oad (ΔE2 = Vpeak 1 + Vpeak 2) correspond to
the free energies of H2Oad → OHad +

1/2H2 and H2Oad → Oad
+ H2, respectively (shown in Figure 3c). We observe that the
free energy shifts of both OHad and Oad with pH occur in a way
that preserves the scaling relation (a linear relationship between

Figure 1. (a) θ−2θ X-ray diffraction scan of an epitaxial IrO2 film (20
formula units thick) grown on a single-crystal TiO2(110) substrate.
(b) LEED pattern recorded from IrO2(110)/TiO2(110).

Figure 2. (a) Cyclic voltammogram of IrO2(110) in Ar-saturated 0.1
M KOH at a scan rate of 200 mV/s. The solid lines are OHad and Oad
binding energies from our DFT calculations. (b) OHad and (c) Oad
adsorption models for our DFT calculations.

Figure 3. (a) Cyclic voltammograms of IrO2(110) in Ar-saturated 0.1 M electrolytes with different pH values at a scan rate of 200 mV/s. (b) Shifts
of the adsorption peak potentials with pH from (a). (c) Energy relationship between the adsorbates for peaks 1 and 2 from (a).
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the OHad and Oad free energies).
7,66 This observation suggests

that the influence of the electric field at the interface on the
surface bonding as a result of the work function shift may occur
in a way that preserves the scaling relation. One possible
explanation is that the electric field affects the dipole
orientation of water, which in turn systematically modifies
both the OHad and Oad adsorption energies in a way that
preserves the scaling relation.29,67

We next explored whether the OHad and Oad shifts impact
the OER electrocatalysis. We show the OER kinetics as a
function of pH in Figure 4. Our IrO2(110) displays activity
similar to that reported previously for an IrO2(110) film in 0.1
M KOH43 but lower than that of IrO2 nanoparticles,

68 which
may be associated with imperfections in the IrO2 nanoparticles.
We observe that the OER activity depends on pH with the rank
pH 1.0 > pH 2.8 ≈ pH 12.9 > pH 6.5 > pH 9.6. IrO2(110) is
observed to be more active in 0.1 M HClO4 (pH 1.0) than in
0.1 M KOH (pH 12.9), as shown by a higher current density in
HClO4 at constant applied potential (Figure 4b). This
observation is similar to the observed OER activity on IrO2
nanoparticles, which is 3 times higher in acidic media than in
alkaline media.68 Interestingly, we find that the activity for
IrO2(110) increases monotonically as the pH of the electrolyte
decreases, except for pH 12.9 (Figure 4c).
We explain the pH dependence for pH 1−10 using the

concept of the potential-limiting step (assuming that the anion
adsorption effect is negligible). As the OHad and Oad
adsorptions change with pH, the energy of the rate-limiting
formation of the OOHad intermediate changes accordingly.
Nørskov and Rossmeisl have suggested the free energy
difference between the OHad and Oad adsorptions as an
approximation to the energy of the rate-limiting OOHad
formation.6 Figure 4c shows the result of this approximation.
Notably, we see that the OER activity scales linearly with ΔE2
− ΔE1 at pH 1−10, suggesting that the pH dependence of the
OER is due to the unfavorable formation of the OOHad
intermediate with increasing pH.

However, the concept of the potential-limiting step fails to
explain the increased OER activity at pH 12.9 in comparison
with pH 9.6. Minguzzi et al.69 observed a similar trend that IrO2
has lower activity in neutral phosphate media compared with
the activities in HClO4 and NaOH, suggesting that the activity
depends on the reaction mechanism, which varies with pH. We
use this explanation to rationalize the observed OER trend. We
consider the acid−base transition of OOHad formation6,70

(acidic: Oad + H2O → OOHad + H+ + e−; alkaline: Oad + OH−

→ OOHad + e−). In the first-order rate law approximation, this
rate-limiting step is proton-independent in acidic media at
constant overpotential (kacid = k0,acidθad). In alkaline media,
however, another pathway using OH− becomes possible
because of the increased availability of OH− (kbase =
k0,base[OH

−]θad; see the Supporting Information).
We hypothesize that the alkaline pathway has a higher rate

constant than the acidic pathway (k0,base ≫ k0,acid). In going
from pH 10 to 13, the alkaline pathway (kbase) becomes
dominant because of the availability of OH−, despite the
increasingly difficult formation of the OOHad. To verify this
hypothesis, we measured the OER kinetics at pH 11.9, 12.5,
and 12.9 (Figures S3 and S4). The observed OER kinetics at
these basic pHs support our hypothesis. Hence, we propose
that the OER, even with the same-rate limiting OOHad
formation, can occur via two reaction pathways, one acidic
and one alkaline, which compete against one another. This
hypothesis, if true, would explain why the OER activity
increases with decreasing pH in the low-pH region and with
increasing pH in the high-pH region. This mechanistic
assumption also suggests that the reaction order with respect
to OH− should be <1. Notably, OH− influences the kinetics in
two ways: the first is via the first-order dependence on OH− to
affect kbase, and the second is via the change in the OOHad
formation energy, which affects both kacid and kbase.
While the electrolyte pH influences the OHad and Oad

adsorption in a way that preserves the scaling relation, the
fact that the solvent affects the OHad and Oad adsorption

Figure 4. (a) Cyclic voltammograms of IrO2(110) in O2-saturated 0.1 M electrolytes with different pH values at a scan rate of 10 mV/s. (b) Tafel
plots for the OER kinetics of IrO2(110) at different pH values. (c) Overpotentials for the OER at 5 μA/cm2

geo at different pH values.

Figure 5. (a) Cyclic voltammograms of IrO2(110) in Ar-saturated 0.1 M KOH, NaOH, and LiOH at a scan rate of 200 mV/s. (b) Shifts of the
adsorption peak potentials with the cation from (a). (c) Energy relationship between the adsorbates for peaks 1 and 2 from (a).

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.6b11932
J. Am. Chem. Soc. 2017, 139, 3473−3479

3476

http://pubs.acs.org/doi/suppl/10.1021/jacs.6b11932/suppl_file/ja6b11932_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.6b11932/suppl_file/ja6b11932_si_001.pdf
http://dx.doi.org/10.1021/jacs.6b11932


suggests a route to break it by controlling the interfacial water,
for example, by way of changing the electrolyte cation. Figure
5a shows the CV curves of IrO2(110) in LiOH, NaOH, and
KOH. We observe that the OHad adsorption shifts to a less
positive potential while the Oad adsorption shifts to a more
positive potential in LiOH compared with KOH. Strmcnik and
co-workers have reported that the OHad adsorption shifts to a
less positive potential in LiOH because of the Li+−OHad
interaction, which stabilizes OHad.

71 We see a similar effect
here. Notably, as shown in Figure 5c, the OHad adsorption
energy becomes more favorable as we go from KOH to LiOH,
while the Oad adsorption energy is nearly independent of the
electrolyte. This shift thus does not follow the scaling rule. We
attribute this cation effect to the change in the structure of the
surface water layer. Chu et al.72 represented Oad on RuO2(110)
as being covered by an ice-like water monolayer. This water
monolayer could reduce the interaction between cations and
adsorbates, consequently causing the Oad energy on IrO2 to
depend weakly on the cation.
Figure 6 shows the OER kinetics in 0.1 M KOH, NaOH, and

LiOH. Interestingly, we observe that the activities of IrO2 are
similar in the three electrolytes, with the same Tafel slope.
Unlike the pH dependence, the observed overpotential changes
are not consistent with ΔE2 − ΔE1, a common OER descriptor
for the formation of OOHad (Figure 6c). We hypothesize that
this observation reflects the disruption of the scaling rule as a
result of the interfacial water modification. This hypothesis, if
correct, would suggest that the volcano relationship would no
longer hold since the relations between the intermediates can
be exploited by confining the water structure near the surface.
Control of the activity using the confining electrocatalyst
dimensionality as a tuning knob was recently reported by
Vojvodic et al.73

■ CONCLUSIONS
We have reported the experimentally determined OHad and Oad
adsorption energies on IrO2(110) grown on TiO2(110) using
MBE and linked the experimental surface adsorption to the
OER kinetics. We have found that the energetics of the OER
intermediates on IrO2(110) are not perfect but not too far off
from the results of DFT calculations. It is likely that the solvent
interactions at the electrochemical interface are the origin of
this observed discrepancy. At higher pH, water dipoles stabilize
the surface-adsorption, resulting in stronger adsorption, and we
propose that this is due to the interaction between interfacial
water and surface dipoles. This interaction preserves the scaling
relation; however, the interaction between cations and
adsorbates can disrupt it. We have further observed that the
surface adsorption energy, as an outcome of the concept of the
thermodynamic-limiting step, describes the OER kinetics for

IrO2 in acidic media. In alkaline media, however, the acid−base
equilibrium causes the same mechanism to be dependent on
OH−, effectively causing the OER to stray from the volcano
relationship. We have further demonstrated the use of different
cations to tune the adsorption process in a way that does not
follow the scaling relation. Our work establishes a link between
surface adsorption energetics and OER electrocatalysis,
provides adsorption benchmarks for future DFT calculations
on transition-metal oxides, and highlights an opportunity to
exploit the electrode−electrolyte interface for the design of
future electrocatalysts.
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